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▸Speaker Verification Task
▸0.2975 minDCF, 4.911 EER

▸Speaker Retrieval Task
▸0.4626 mAP

Results
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Data Usage

Dataset Speaker Num Utterance Num
CN-Celeb2 1996 524787

CN-Celeb1 dev 797 126532

CN-Celeb2 Comb 1996 455603

CN-Celeb1 dev Comb 797 52693

▸Training Dataset
l CN-Celeb2 (1996 speakers)
l CN-Celeb1 dev (797 speakers)
l Combine the short utterances from the same speaker and genre to

make each utterance longer than 5s
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Data Usage

▸Training Dataset
l CN-Celeb2 (1996 speakers)
l CN-Celeb1 dev (797 speakers)
l Combine the short utterances from the same speaker and genre to

make each utterance longer than 5s

▸Data Augmentation
l Additive noise from MUSAN
l Reverberation from RIR
l Speed perturbation: speed up or slow down an utterance with ratio

1.1 and 0.9 (consider as a new speaker)
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Data Usage

▸Training Dataset
l CN-Celeb2 (1996 speakers)
l CN-Celeb1 dev (797 speakers)
l Combine the short utterances from the same speaker and genre to

make each utterance longer than 5s

▸Data Augmentation
l Additive noise from MUSAN
l Reverberation from RIR
l Speed perturbation: speed up or slow down an utterance with ratio

1.1 and 0.9 (consider as a new speaker)

▸Feature Extraction
l 80-dimensinal Fbank
l No VAD is applied
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System Architecture

Speaker Embedding Extractor
• TDNN based (x-vector, E-TDNN, ECAPA-TDNN)
• ResNet based (r-vector, Thin-resnet)
• Transformer based (s-vector)
• Embedding extractor from raw wav (RawNet, SincNet)

Complex and large models always have serious overfitting problem!

The simple r-vector doesn't seem to have this problem.

Snyder, David, et al. "X-vectors: Robust dnn embeddings for speaker recognition."
Snyder, David, et al. "Speaker recognition for multi-speaker conversations using x-vectors."
Desplanques, Brecht, et al. "Ecapa-tdnn: Emphasized channel attention, propagation and aggregation in tdnn based speaker verification."
Hossein Zeinali, et al, “But system description to voxceleb speaker recognition challenge 2019”
Nagrani, Arsha, et al. "Voxceleb: Large-scale speaker verification in the wild." .
Katta, Sandesh V., et al. "S-vectors: Speaker embeddings based on transformer's encoder for text-independent speaker verification."
Jung, Jee-weon, et al. "Rawnet: Advanced end-to-end deep neural network using raw waveforms for text-independent speaker verification."
Ravanelli, Mirco, et al. "Speaker recognition from raw waveform with sincnet."
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System Architecture

r-vector Resnet34

Hossein Zeinali, Shuai Wang, Anna Silnova, Pavel Matejka, and Old ˇ ˇrich Plchot, “But system description to voxceleb speaker 
recognition challenge 2019,” arXiv preprint arXiv:1910.12592, 2019.
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System Architecture

Make r-vector deeper
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System Training

▸Stage I
l Loss: Additive angular margin (AAM) loss

l Margin: 0.2
l Classification number: 8379 (2793 * 3)

l Training Segment: 2s
l Optimizer: SGD

▸Stage II: Large Margin Finetune
l Loss: Additive angular margin (AAM) loss

l Margin: 0.5
l Classification number: 2793 (no speed perturb aug)

l Training Segment: 6s
l Optimizer: SGD



SJTU X-LANCE Lab 10 / 17CNSRC 2022Zhengyang Chen

System Scoring

▸Scoring Method
l Cosine + Asnorm (imposter cohort size 600)

▸Methods to leverage multiple enrollment utterances
l Utt-Concat: concatenate the utterances belonging to the same speaker to one long

utterance
l Emb-Avg: Average the embeddings of the enrollment utterances from the same

speaker to one embedding
l Score-Avg: Average the score between one test utterance and multiple enrollment

utterances from the same speaker
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Experiments
Ablation study on different ways to leverage multiple enrollment utterances

Note: results based one resnet34 after stage I training

l Asnorm benefit the system a lot
l Emb-Avg strategy achieves the best result
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Experiments
The effect of speed perturbation

Note: results based on resnet34 after stage I training

l Speed perturbation is very necessary to improve the
system performance

Model Aug minDCF (0.01) EER
Resnet34 No Perturb 0.3958 7.981

Resnet34 With Perturb 0.3707 6.590
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Experiments
Results for all the systems

Bei Liu, Zhengyang Chen, Shuai Wang, Haoyu Wang, Bing Han, Yanmin Qian. DF-ResNet: Boosting Speaker Verification 
Performance with Depth-First Design10.21437/Interspeech.2020-2650. Accepted by InterSpeech 2022

ResNet*: training without speed perturbation augmentation
FNR: false negative rate when we achieved the minDCF
FPR: false positive rate when we achieved the minDCF
LM: large margin finetuning
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Some other attempts

▸TDNN based network

Model Param# minDCF (0.01) EER
ECAPA-TDNN (C=512) 6.2M 0.4248 8.44

ECAPA-TDNN (C=1024) 14.7M 0.4343 8.345

ResNet34 6.63M 0.3543 6.221

Note: results after stage II training

l The ECAPA-TDNN doesn’t perform well in this setup
l The ECAPA-TDNN seems to be overfitting

Desplanques, B., Thienpondt, J., Demuynck, K. (2020) ECAPA-TDNN: Emphasized Channel Attention, Propagation and 
Aggregation in TDNN Based Speaker Verification. Proc. Interspeech 2020, 3830-3834, DOI: 10.21437/Interspeech.2020-2650.
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Some other attempts

▸Leverage the genre information?
l Adversarial training to remove the genre information

l Add a gradient reversal layer before genre classification
l No further improvement
l Failed

l Add the genre information in score calibration
l Train acc: 0.9741 Valid acc: 71.75 (ECAPA-TDNN)
l The EER and minDCF metric are not consistent (Especially 

under the CNSRC setup)
l Score calibration objective is more related with EER
l EER improved, minDCF degraded

l Failed
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Retrieval Task

▸Directly submit the score of ResNet221
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Thanks to our teams !

Zhengyang Chen Bei Liu Bing Han

Leying Zhang Yanmin Qian


