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Abstract

We follow the rule of Task 1 SV fixed track and only
the CN-Celeb data are used as the development set. We use
ECAPA-TDNN as the architecture and a weighted average of
Circle loss and AM-Softmax loss is applied as the training cri-
terion. The experimental result shows that our method achieves
6.8260% EER and 0.3603 minDCF in Task 1 SV fixed track.

1. Data

Following the rule of Task 1 SV fixed track, we only use the
CN-Celebl[1] and CN-Celeb2[1] data as the development set.
And we note that the the data in development set and evaluation
do not overlap.

2. Models

For data preprocessing, we generate 80-dimensional log Melfil-
terbanks(Fbanks) from 25ms windows with10ms frameshift.
The length of variable-length training samples varies from 2s
to 4s, corresponding to 200 frames to 400 frames. And we ex-
ploit the cepstral mean normalization on the spectrogram. The
feature extraction step is handled with Kaldi toolkit[2].

For the embedding network, we employ the widely used
ECAPA-TDNN]J3] architecture. ECAPA-TDNN consists of a
1-dimensional Squeeze-Excitation Res2Blocks, with a multi-
layer feature aggregation to concatenate the information of dif-
ferent hierarchical levels, and a channel- and context-dependent
statistics pooling layer is employed to extract statistic features,
followed by a fully-connect layer to compute logits. In our ex-
periment, we use 1024 channels in the convolutional frame lay-
ers; and set the nodes of the final fully-connected layer as 192,
namely the final embedding is192-dimensional.

The loss function we used is a weighted average of Circle
loss and AM-Softmax loss. An annealing strategy is introduced
to improve the stability of the training process and boost the
convergence.

Our model is trained with Adam optimizer[4] and the batch
size is set to 64. The learning rate is started with le-3 and con-
tinuously decays by 0.95 epoch by epoch. We finish our ex-
periment after 80 epochs. The network training and embedding
extraction are implemented by an existing PyTorch tookit[5].

3. Results

The evaluation performance is measured by Equal Er-
ror Rate(EER) and the minimum normalized detection
cost(minDCF) with P;qrget = le — 2. Experimental result on
Cn-Celeb is shown in Table 1.

As illustrated in tablel, our method achieves 6.8260% EER
and 0.3603 minDCEF in Task 1 SV fixed track.

Table 1: The experimental result on CN-Celeb

EER(%) minDCF

Our Method 6.8260 0.3603
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