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o Odyssey-CNSRC 2022 Workshop
l The Origin of CN-Celeb Datasets
[0 Modern Challenge of speaker recognition technique

® Complex variation: recognizing speakers in the wild.
® Intrinsic: speaking style (e.g., reading or spontaneous), speaking rate, emotion, and physical status ...

® Extrinsic: recording device, ambient acoustics, background noise, and transmission channel ...

[0 Multi-genre scenario

® Perhaps the MOST challenging scenario for speaker recognition.

® Multi-genre involves nearly all the complex variations.

® Multi-genre performance determines the practical success of speaker recognition research.
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§ Data Collection Pipeline

e Chinese POl list design e Pictures and videos download
0001 EZSE - e
0002 Z{KHK » @ o
0003 XIfELe “ ,nﬂb R --mt \EHIEems

e Face detection and tracking

Face verification
ArcFace

Face tracking
MOSSE

Face detection :
RetinaFace

0 Mouth-Speech Sync e Speaker diarization Q Human check

Y. & | Relax & Recheck" 1 First-round Full check plus
ke » UIS-RNN » Second-round Spotting check
B i yn 10 i Accuracy >= 90%

Synchronization ¢
SyncNet
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§ Data Profile
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[0 Multi-genre data from multi-media sources

I - :l.
7 B ) *Ln

L

Speech ——

Singing

Recitation

Live Broadcast

B Advertisement

CN-Celebl: 126,532

Viog

Drama

Ly

ESUEFM

651,319 Utters

CN-Celeb2: 524,787

Advertisement Advertisement
Drama Drama
Entertainment Viog Entertainment
p—— Interview

Speech —

Live Broadcast

Singing —

Recitation —/ | T~
— Play

— Interview Movie

Entertainment ([ Interview

Live Broadcast () Movie [ Play () Recitation @ Singing (i} Speech Viog

2,993 Speakers

CN-Celebl: 997 CN-Celeb2: 1,996

Vieg — Advertisement Advertisement
Speech — Drama Viog Drama

Singing
Entertainment Speech Entertainment
Recitation —
Play — Singi
ingin
Movie — ging
Live Broadcast
L Interview
Recitation

Play

. I N
Interview Movie —/ Live Broadcast

B Advertisement Drama Entertainment ([ Interview Live Broadcast () Movie [ Play ([ Recitation [ Singing ([l Speech Vieg

~1,335 Hours

CN-Celebl: 271.72

Vlog Advertisement — Advertisement
Speech \ ’7 Drama Viog Drama

CN-Celeb2: 1,084.34

Entertainment Entertainment
—~— Interview

Singing Speech
Recitation — Singin
Play ) e
Movie —/

Live Broadcast Live Broadcast
. Recitation

Interview
Play : |
Movie —/

B Advertizement Drama Entertainment ([ Interview Live Broadcast () Movie [ Play ([ Recitation [ Singing ([l Speech Vlog
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l Task Description - Speaker Verification

] Fixed Track

® ONLY CN-Celeb.T is allowed for

training/tuning ALL the components

of the system.

® This track is designed to compare

different techniques under the SAME

data resource.

CN-Celeb.T

CN-Celeb1/dev

# of Speakers

797

# of Utters 107,953
# of Speakers 1,996
CN-Celeb2 # of Utters 524,787
# of Speakers 2,793
11 ’
Overa # of Utters 632,740

Odyssey-CNSRC 2022 Workshop

0 Open Track

® ANY data sources can be used for
developing ALL the components of
the system.

® This trackis designed to examine the
performance Frontier of the present

technologies.

CN-Celeb.E # of Speakers 196

Enroll Data # of Utters 196

Avg. Duration  28s

# of Speakers 200
# of Utters 17,777
Avg. Duration  8s

Test Data

# of Target 17,755

TrlaIS # of Non_target 3,466,537
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§ Task Description - Speaker Retrieval

] Definition

® SR task is to find out the utterances spoken by a target speaker from a large data pool, given an
enrollment data of the target speaker.
® The dataset contains TWO parts:
® Target speakers’ enrollment data '

® Data pool involves utters of the target speakers % as well as a large amount of non-target utters @

[0 Dataprofile B __ _
'~ T~ \‘
® ANY data sources except CN-Celeb.E are allowed \ ~._® \'.\.\ o
. ‘ \ . .
for system building. .\‘\ ® o ke \'\. ®

® SR.dev/SR.eval as development/evaluation sets. .\ - [ ® A o

® 5/25 target speakers ' o * @ O ‘L

® 50/250 target utterances % ® P ®

Data pool

® 20,000/500,000 non-target utterances @
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] Performance measurement
[0 Task 1: Speaker Verification
® Primary: Minimum Detection Cost Function (minDCF)
1.0 0.01 1.0 0.99

CDet(g) = CMiss X PTarget X PMI:SS(G) + CFalseAlarm X (1 — PTarget) X PFalseAlarm(H)

minDCF = arg mgin {0.01 X Ppgiss(0) + 0.99 X Praiseatarm(0)}

® Secondary: Equal Error Rate (EER)

PM:‘ss(Q*) - PFalseAlarm(Q*)

[0 Task 2: Speaker Retrieval
® Mean Average Precision (mAP)
» Precision of top-k for a speaker i » Average Precision of top-N » Mean AP over all S

N S
>k S(utt; is from speaker i) » N L » 1 _
j AP(i) = N ;:1 Precision(i, k) mAP = S ._El AP(i)

Precision(i, k) =

k



} Baselines - ASV-Subtools for Seniors

[0 ABOUT ASV-Subtools

® https://github.com/Snowdar/asv-subtools

ASV-Subtools: An Open Source Tools for Speaker
Recognition

ASV-Subtools is developed based on Pytorch and Kaldi for the task of speaker recognition, language identification,

etc.
The 'sub’ of 'subtools’ means that there are many modular tools and the parts constitute the whole.

Copyright: XMU Speech Lab (Xiamen University, China)
Apache 2.0

Author : Miao Zhao (Email: snowdar@stu.xmu.edu.cn), Jianfeng Zhou, Zheng Li, Hao Lu, Fuchuan Tong, Tao Jiang
Current Maintainer: Fuchuan Tong (Email: 1017549629@qgq.com)
Co-author: Lin Li, Qingyang Hong

Citation:

@inproceedings{tong2@2lasv,
title={{ASV-Subtools}: {Open} Source Toolkit for Automatic Speaker Verification},
[ | author={Tong, Fuchuan and Zhao, Miao and Zhou, Jianfeng and Lu, Hao and Li, Zheng and Li, Lin and Hong, Qin
booktitle={ICASSP 2021-2021 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASS
alentedSoft

" , pages={6184--6188},
%Eﬁ'gﬁgﬁ# year={2021},

organization={IEEE}

aaaaaaaa

Packages

Odyssey-CNSRC 2022 Workshop

[0 Prepared Baselines

® Data processing

Neural Backbone

> Data/SpeC Augment Layer Module Output
Input - FxTx1
Conv2D 3%x3x32, Stride 1 FxTx32
> VAD 3 x3x32
ResNet Block-1 3 X 3 x 32| %3, Stride 1 FxTx32
® Feature selection SE Layer
3 x3x64
ResNet Block-2 3 X 3 x 64| x4, Stride 2 [E1x[T]1x064
» Fbanks (80) SE Layer 2171z
3x3x128
® Backbone ResNet Block-3 |3 x 3 x 128 x6, Stride 2 [E]1x[1]x128
SE Layer
3 x 3 x 256
> ResNet34SE ResNet Block-4 3% 3x256| x3,Swride 2 [£]x[T]x256
SE Layer
® Backend Pooling TSP 2x[E1x256
Dense - 256
> Cosine Simllarlty Dense AM-Softmax 2793
Tasks Training Evaluation Metrics

Task 1 SV

CN-Celeb.E

minDCF: 0.463, EER: 9.141%

CN-Celeb.T
Task 2 SR

SR.eval

mAP: 0.242
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§ Baselines - Sunine for Juniors

[0 ABOUT Sunine [0 Prepared Baselines

® https://gitlab.com/csltstu/sunine ® Data processing Neural Backbone
L Modul Output
Sunine: THU-CSLT Speaker Recognition Toolkit » NULL e o i
Input - FxTx1
. Conv2D 3x3x32, Stride 1 FxTx32
< ® Feature selection 3% 3% 32
& ResNet Block-1 [3 x 3% 32] %3, Stride 1 FxTx32
S > Fbanks (80) SE Layer
S 3x3x64 -
; ResNet Block-2 3 x 3 x 64| x4, Stride 2 [5]1x[5]x64
Center for Speech and Language Technologies ‘ BaCkb One SE Layer 2 2
o L - kit based on PyTarch 3 x3x128
Sunine is an open-source speaker recognition toclkit based on PyTorch. > ResNet34SE ResNet Block-3 3% 3 % 128 %6, Stride 2 [;]X[}]X 128
The goal is to create a user-friendly toolkit that can be used to easily develop state-of-the-art speaker recognition technologies. SE Layer
Convriaht: THU-CSLT Teinghua University China) d : 3 x 3 x 256
ey e > Attentive pooling ResNet Block-4 |3 x 3 x 256 | 3, Stride 2 [E]x[1]x256
T N SE Layer
® Backend Pooling I R
Dense - 256
> COSlne Slmllarity Dense AM-Softmax 2793
- . Tasks Training Evaluation Metrics
| = Task 1 SV CN-Celeb.E | minDCF: 0.549, EER: 10.611%
e CN-Celeb.T
Task 2 SR SR.eval mAP: 0.152
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I Representative Techniques (16 Teams)

Odyssey-CNSRC 2022 Workshop

Components

Methods

Data processing

SpecAugment (Time/Frequency masking), Speed perturbation, Noise & Music & Reverberation &
Babble augmentation, Short-clip concatenation/filtering

Feature selection

FBank, MFCC, PCEN, Energy, Spectrogram plus CMN, pre-trained WavLM as feature extractor

Neural backbone

ECAPA-TDNN variants (dynamic/multi-scale convolution, multi-scale attention, various ResBlocks),
ResNet family (34/74/101/152/221/293) with SE, Split-attention, Gated attention
RepVGG, Hybrid NN (CNN/TDNN/LSTM), Transformer

Pooling strategy

Multi-query Multi-head attention pooling, Global-local statistic pooling, SPoC pooling

Auxiliary design

Gradient reversal layer, Genre embedding, Mutual information, Data uncertainty learning

L.oss function

Margin-based loss (AM, AAM, AdaFace) with Subcenter constraint, Inter-TopK penalty, Circle loss

Training strategy

Multi-stage training (e.g., Chunk size increasing, Large margin finetuning),
LR schedulers (ReduceLROnPlateau/CyclicLR)

Backend scoring

Cosine (aQE), PLDA-(diag), Attention back-end + AS-Norm + QMF/music calibration

System fusion

Score-level average, Embedding-level ensemble




l Technical Highlights
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Components

Methods

Data processing

SpecAugment (Time/Frequency masking), Speed perturbation, Noise & Music & Reverberation &
Babble augmentation, Short-clip concatenation/filtering

Feature selection

FBank, MFCC, PCEN, Energy, Spectrogram plus CMN, pre-trained WavLM as feature extractor

Neural backbone

ECAPA-TDNN variants (dynamic/multi-scale convolution, multi-scale attention, various ResBlocks),
ResNet family (34/74/101/152/221/293) with SE, Split-attention, Gated attention
RepVGG, Hybrid NN (CNN/TDNN/LSTM), Transformer

Pooling strategy

Multi-query Multi-head attention pooling, Global-local statistic pooling, SPoC pooling

Auxiliary design

Gradient reversal layer, Genre embedding, Mutual information, Data uncertainty learning

L.oss function

Margin-based loss (AM, AAM, AdaFace) with Subcenter constraint, Inter-TopK penalty, Circle loss

Training strategy

Multi-stage training (e.g., Chunk size increasing, Large margin finetuning),
LR schedulers (ReduceLROnPlateau/CyclicLR)

Backend scoring

Cosine (a«QE), PLDA-(diag), Attention back-end + AS-Norm + QMF /music calibration

System fusion

Score-level average, Embedding-level ensemble




I Speed perturbation
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Components Methods

The utterance with a new speed will
be considered from a new speaker.

T022,T082,T102, T106, T121

Speed perturbation

Results from T121

System Features EER MinDCF(0.01)
Index

1 MFCC-AM 9.930 0.5045

2 Fbank-AM » 10.18 0.4894

3 Fbank-Sub-centers 10.54 0.4672

Fbank(Speed
4 Perturbation)-AM » 8.696 0.4607
5 Spectrogram-AM 10.90 0.4717

a. - . - .
Scoring with cosine distance.

15




] ECAPA-TDNN variants
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Lomponents

ECAPA-TDNN: one of the most favorite backbones.
 Res2Z2Net (multi-scale receptive fields)

* Squeeze-and-Excitation (channel interaction)

ECAPA-TDNN variants

T009: DyNet replaces ResZ2Net

*Il"‘i.‘*sl

i 7 |
'h‘)‘z‘h
3
L

J

Res2Net Module

11 ]

e e e e

Atiention
r—lc.#‘? 1
FC j v
R Conv
RelLU ' G
C BN
& o
[ Sofmax | ReLU
3 8
Llidii)
ﬁ b y
* _ o .
W,

Dynamic Convolution Module

TO070: Add Multi-scale convolution

input 80xT
‘L 3 branches
B
r Al
Convld Convld Convld
(k=5,s=1, p=1) k=7, s=1, p=1) (k=3, s=1, p=1)
192 x Tl 192 x T2 192 x T3
Concatenation
l 576 xmin{ T1, T2, T3}
N 3 branches
[ 1
Convld Convld Convld
(=5,5=1,p=1) | | (=7,5=1,p=1) | | (c=3,5=1,p=1)
512xTI' 256 x T2 256 x T3'
Concatenation

l

1024 x min{ T1', T2', T3'}

T106: Adopt Multi-scale MFA

Frequency-
channel
attention

¢Flatlenl?:
P

-
Time domain

Frequency
domain
—_—>

/ GAP
" Channel ,L Flatten

¢ MLP

¢ Reshape

Frequency-channel
attention module :




§ ResNet family
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Lomponents

Methods

ResNet: one of the most favorite backbones.

ResNet family

T022/T082: Growing deeper

TO22
5*System CN-Celeb.E CN-Celeb.E (submean asnorm)
eer minc eer minc
ResNet34 7.8231 0.3755 7.4571 0.3518
Ecapa-tdnnl.  8.8257 0.4086 8.6623 0.3914
ResNet74 7.7274 0.3785 7.3162 0.3475
RepVGG_A2 7.7387 03681 7.4233 0.3460
ResNet101 6.2518 0.3619 6.1335 0.3358
fused - - 5.9530 0.3185
T082
System Params # minDCF (0.01) EER (%)
ResNet34 * 6.63M 0.3958 7.981
ResNet34 6.63M 0.3707 6.590
ResNetl152 19.8M 0.3386 5.762
ResNet221 23.8M 0.3270 5.543
ResNet293 28.6M 0.3202 5.553
DF-ResNet 14.8M 0.3361 6.279

TO053: Split-attention block

T106: Gated F-C attention module |
FxTxC
%‘
[ C

_ rormatee | [ rormatise | N

a .X‘ ." ¥

 —& b
FxTxC FxTx(C -
/
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§ Pooling strategy

Components Methods
Data brocessin SpecAugment (Time/Frequency masking), Speed perturbation, Noise & Music & Reverberation &
P 5 | Babble augmentation, Short-clip concatenation /filtering
Feature selection T042: Global-Local statistic T070: Integrate Attentive statistic  ['OF
pooling in Hybrid backbone pooling and SPoC pooling lesBlocks),
Neural baCkbOIle i_ :F[ ----------- Last Convolution Layer 3072x T
i i ( t ) 2 basnches
Pooling stra tegy i i 6144x 1 | Attentive Statistic Pooling SPoC I;ooling 3072x1
gi i é X FC 512x 1
Auxiliary design i} ] § i N T
g % § BN 512x 1
Loss function | %; : ! rcle loss
i i Concatenation 6656 x 1
. | i }
Training strategy || ‘== e ey N sen
}
Backend scoring
System fusion Score-level average, Embedding-level ensemble .
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] Auxiliary design

, ‘ \
fj',,‘\\:,f;‘r‘ .‘HHJ“

Goal: to eliminate genre interference and learn genre-invariant speaker representation.

T009: Gradient reversal layer T028: Auxiliary genre embedding
l Attentive Stat Pooling+BN ]
‘ FC+BN ]
7 R
LT
ik
. . classifierl l classifier2 |
Auxiliary design l

|
(b) ECAPA-TDNN with Auxiliary Task

T042: Minimize the MI between T106: Data uncertainty learning
speaker embedding and genre label

Lnu'isa,'nce —Lp(w,c) [logpw (W'C)] €; — ,I-Li + Eaig € E N(ﬂ'j I)

- Ep(w)p(c) [logpw (CU‘C)] .
Lpur = Lclass(ei) + )\KL(N(Z;',U;. 6f)||N(E|U* I))

LMIM—DG — _Lspeake'r + BLnuisance

19
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§ Loss function

Subcenter: to alleviate the effect of noisy and low-quality samples

T022/T102/T106/T121  cos (0, ;) = max (|z:] - [|W jx]])

Inter-TopK or AdaFace: to choose sample / margin based on data quality.

T022/T102: Inter-TopK penalty T106: AdaFace-Softmax
5(6,) = cos(0; +m), j€ all“EZOSPA{{(COS(Qj)) f(0:5:m) pqapace = {zzzz 509%3 + Gangle ) — Gadd j ; y@
cos(0;). Others iJ J 7 Yi

Loss function Subcenter Inter-TopK penalty,




§ Backend scoring
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Backend scoring

aQE and attention back-end: to leverage multiple enrollment utterances.

TO57: aQE (alpha query expansion) to
enrollment aggregation at test time

Ablation Study on ResNet34(Fbank) System

EER(%) MinDCF

ResNet34(Fbank) 9.94 0.5261
+aQE 8.80 0.4323
++AS-Norm 8.31 0.4041

QMF: quality-aware calibration based
on quality metric function

T053: QMF of duration

S=S+C-f(d) fU)=7

aQE Attention back-end

T106: self-attention to learn the intra-
relationship of enrollments

Sub-Systems CN-Celeb.E(TTA)

EER(%) minDCF

Speaker-ViT 9.012 0.4318
S1: Speaker-ViT + back-end 7.282 0.4240
ResNet-Att 7.502 0.4234
S2: ResNet-Att + back-end 7.187 0.4039
CNN-ECAPA-TDNN 8.037 0.4137
S3: CNN-ECAPA-TDNN + back-end 6.928 0.4048
MFA-ECAPA 8.237 0.4162
S4: MFA-ECAPA + back-end 6.860 0.3974
CNN-Speaker-ViT 7.851 0.3957
S5: CNN-Speaker-ViT + back-end 6.888 0.3832
QMF
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§ Task 1 SV: Fixed Track

[0 Multi-genre analysis

® Select 5 genres which have the most number of test trials.

® Make comparison amongst Baseline and Top-3 systems.

EER (%) minDCF (0.01)
E Baseline ®m1st =2nd © 3rd ® Baseline ®m1st =2nd * 3rd
0.96
25.0 1.0 0'880.850'90
20.0 0.8
15.0 13 613.1 0.6
8.9 5
10.0 6.5 6.9 0.4 0240 L0028 0300 303 0.30
4.4 5155 0180 1.22
5.0 334241 : 3436 59 0.2 0.16 "
: L l O : 1 4 1 317 : .0 070.080-
0.0 0.0 -
Interview  Entertainment LiveBroadcast Speech Singing Interview Entertainment LiveBroadcast Speech Singing

® Different genres present obviously different performance.

® Under different genres, the Top-3 systems show different advantage.

23
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§ Task 1 SV: Fixed Track

[0 More fine-grained comparison with minDCF (0.01) via C-P map

Low/
Eas $100 1.0 . . . .
y < ® Each point is a subset of the full trials, defined as

5 : :
& 80 0.8 a trial config.
(]
()}
g ® x-axis: scores of Target trials are increased from
o 60 0.6
c L

Non- p 8 left to right. [from hard to easy]

target § < £
o 10 0.4 ® y-axis: scores of Non-target trials are decreased
N
° 2o s from bottom to up. [from hard to easy]
[@)] .
2 . :

_ T ® The color in the map represents the metric
High/ | o -
20 40 60 80 100 ’ i i 1
Hard Percetage of tha lowest target scores (%) values corresponding to each trial config.

Low/Hard Target High/Easy

24
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§ Task1SV: Fixed Track

[0 More fine-grained comparison with minDCF (0.01) via C-P map

Baseline 1st 2nd 3rd

100 1.0 100 : 100 1.0 100 1.0
X *® =R =R
%] %] vl vl
o ¢ o o
o o o o
2 0.8 2 80 : 2 80 0.8 2 80 0.8
2 2 2 2
() [7 [0 [0
= e 2 2
g g =z 8
s 0.6 § 60 . S 60 0.6 S 60 0.6
bt %] b = & b o]
7] a N ] a ] a
2 < £ : 2 £ 2 £
° £ = ° E ° £
= 0.4 T 40 : = 0.4 Z 40 0.4
(V) [ @ @
< = = =
s < S S
k) s ‘s ‘s
() LY @ @
g 0.2 g 20 i 2 0.2 2 0.2
[t [ c c
[ a [ [
© o o o
& & & &

20 40 60 80 100 00 % : 0.0 0.0

0 20 40 60 80 100

Percentage of the lowest target scores (%) Percentage of the lowest target scores (%)

Percentage of the lowest target scures (%) Percentage af the lowest target scores (%)

The Top-3 systems clearly outperform the Baseline system under Easy/Normal trial configs.
However, this advantage becomes marginal under Hard trial configs.

p . —~100 —~100 0.50
g g g
g g g
[=} o o
& 2 80| 3 80|
5 . 5 5 0.25
g o o
g g 2 g 2 g
g 60 g g 60! g g 60! g
il . = ] = ] 0.00 =
o = = = = =
i 5 s g 2" g
£ & 5 & 5 &
s s s
~0.25

& 20 2 20 2 20
] e e
g g g
& & &

% 20 4 % 20 40 60 80 100 % 20 40 60 80 100 = 030

25

Percentage of the lowest target scores (%) Percentage of the lowest target scores (%) Percentage of the lowest target scores (%)
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§ Task1SV: Fixed Track

[0 More fine-grained comparison with EER (%) via C-P map

Baseline 1st 2nd 3rd

—_ — 100 —~100 100 —~100 100
R X R R
vl %] vl vl
< IS < <
o o o o
b g 80 2 80 80 % 80 80
o = o o
Q [ Q Q
2 = 2 2
& £ & &
5 § 60 S 60 60 S 60 60
= =y = —_— = —_—
4 3 7 2 7 g
@ 4] @ o @ o
5 5 5 & 5 i
= £ 40 = 40! 40 = 40
@ 0] @ @
= £ = =
= s = =
s k] s s
@ ¥ @ @
> o > 20| 20 > 20
e ] e e
@ 9] @ @
IS g IS IS
& & & &
% 20 40 60 80 00 0 0
Percentage af the lowest target scures (%) Percentage of the lowest target scures (%) Percentage of the lowest target scores (%) Percentage af the lowest target scures (%)

The Top-3 systems outperform the Baseline system under a majority of trial configs.
The large proportion of high-performance area reveals that there are larger amount of Easy trials.

100 . 100 . 0.50
80
. . 0.25
00 00 0.00
40 ‘
. ) -0.25
20 20
% 20 40 60 100 : % 20 40 60 80 100 : -0.50

Percentage of the lowest target scores (%) Percentage of the lowest target scores (%) Percentage of the lowest target scgres (%)

(s=]
(=]

(=)

=1
(=)
o

RCR with EER

=
(=]

Percentage of the highest nontarget scores (%)
RCR with EER
Percentage of the highest nontarget scores (%)

RCR with EER
Percentage of the highest nontarget scores (%)
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§ Task1SV: Fixed Track

[0 Genre distributions of Easy/Normal/Hard trial configs.

® The genre distribution of target trials plays a key role.

® Different genres show different levels of difficulty.

Genre distributions of three trial configs

Advertisement
Drama
Entertainment
Interview
LiveBroadcast
Movie

Play
Recitation
Singing
Speech

Vlog

(Target trials)
® Hard ™ Normal ™ Easy
&
—
E—
r
b
&
-
0% 10% 20% 30% 40% 50%
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~100
S

1.0

ntage of the highest nontarget scores

> Baseline
20 40 60 80 100 00 C'P Map

Percentage of the lowest target scores (%)

Perce

Genre distributions of three trial configs

Advertisement
Drama
Entertainment
Interview
LiveBroadcast
Movie

Play
Recitation
Singing
Speech

Vlog

(Non-target trials)

® Hard ™ Normal ™ Easy
|
.
I
-
5
|
|
|
.
0w
.
0% 10% 20% 30% 40% 50% 57



§ Task1SV: Fixed Track

[0 Genre distributions of Easy/Normal /Hard trial configs.

® The genre distribution of target trials plays a key role.

® Different genres show different levels of difficulty.

Genre distributions of three trial configs
(Target trials)

® Hard ™ Normal ™ Easy

Advertisement

Iy

Drama

Entertainment

Interview
LiveBroadcast ™

Movie ®*

Play

Recitation | ’

Singing
SpeeCh L’

Vlog

F

0% 10% 20% 30% 40%

50%

Odyssey-CNSRC 2022 Workshop

~100 — 1.0

80 0.8

60 0.6

40 0.4

ntage of the highest nontarget scores (%

» > Baseline
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B Task 1 SV: Open Track

[0 Multi-genre analysis

® Select 5 genres which have the most number of test trials.

® Make comparison amongst Baseline and Top-3 systems.

EER (%) minDCF (0.01)
® Baseline ®m1st =2nd © 3rd ® Baseline m1st m2nd " 3rd
25.0 1.0 0.88 g5
20.0 0.8 0.73
10.0 9.3 0.4 030031
6.5 144 44 6.9 La 38 012024 0.22 0101822
5.0 283332 . 2.6 >4 1 21412 0.2 . I . 0.00.07-10
0.0 N O 0.0 —
Interview  Entertainment LiveBroadcast Speech Singing Interview Entertainment LiveBroadcast Speech Singing

® Different genres present obviously different performance.

® Under different genres, the Top-3 systems show different advantage.
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B Task 1 SV: Open Track

[0 More fine-grained comparison with minDCF (0.01) via C-P map

Baseline 1st 2nd 3rd
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The Top-3 systems clearly outperform the Baseline system under Easy/Normal trial configs.

However, this advantage becomes marginal under Hard trial configs.
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B Task 1 SV: Fixed Track vs. Open Track

[0 Fixed/Open Comparison with minDCF (0.01) via delta C-P map

Baseline C-P Map Fixed Track: 1st Fixed Track: 2nd Fixed Track: 3™
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Systems in the Open track
is superior to systems in
Fixed track.

=]
o

o

N

w
o
N
w

(=2}
o

The more data, the better
performance, especially on
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§ Task 1 SV: Evaluation vs. Validation

Odyssey-CNSRC 2022 Workshop

[] Visible vs. Blind # Innovativeness vs. Practicability

Task 1 SV: Fixed Track (EER%)

® Ist 2nd 3rd 4th ® 5th
o 6th ® 7th ® 8th ® 9th ® 10th

® 11th ® 12th ® Baseline

12.0 7
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minDCF on Validation Set

Task 1 SV: Fixed Track (minDCF)
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® 6th ® 7th ® 8th ® 9th ® 10th
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§ Task 1 SV: Evaluation vs. Validation

Odyssey-CNSRC 2022 Workshop

[] Visible vs. Blind # Innovativeness vs. Practicability

EER(%) on Validation Set

Task 1 SV: Open Track (EER%)

® st
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12.0

minDCF on Validation Set

Task 1 SV: Open Track (minDCF)

® 1st ® 2nd 3rd © 4th e®5th e 6th e7th e8th
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minDCF on Evaluation Set
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§ Task 1 SV: Evaluation vs. Validation

[0 Evaluation vs. Validation on Different Genres

Task 1 SV: Fixed Track (EER%) Task 1 SV: Fixed Track (minDCF)
B Baseline ®1st ®m2nd = 3rd B Baseline ®1st ®m2nd © 3rd
30.0 1.00
20.0
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100 f 1
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§ Task 2 SR: Open Track

[0 System comparison

Top-1 retrieval counts

B Interview M Entertainment ™ LiveBroadcast Speech  ® Singing
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Top-3 retrieval counts
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§ Task 2 SR: Open Track

[0 Genre comparison

Top-1 retrieval counts
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Top-3 retrieval counts
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§ OUTLINE
] Data, Tasks and Baselines
[0 Technical Summary

[0 System Analysis

[0 The Next CNSRC

Odyssey-CNSRC 2022 Workshop
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J The Next CNSRC

] Evaluation Protocol

® Advocate and standardize the ‘Pre-Evaluation + Post-Validation’ mode

[0 SV Task

® Employ more convincing and all-round evaluation measurement (e.g., C-P map).

® Design various types of trials (e.g., easy/normal /hard trials) to evaluate system.

[0 SR Task

® Consider the computation complexity (e.g., time and memory)

[0 New Tasks

® For multi-speaker genres, such as interview or entertainment, to design a speaker
localization and recognition task.
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